
Observed Evolution of a California Undercurrent Eddy

JACOB M. STEINBERG, NOEL A. PELLAND, AND CHARLES C. ERIKSEN

School of Oceanography, University of Washington, Seattle, Washington

(Manuscript received 23 February 2018, in final form 12 November 2018)

ABSTRACT

A California Undercurrent eddy (Cuddy) was repeatedly surveyed using multiple Seagliders for over

three months. Found and tracked off of theWashington–Vancouver Island coasts, this Cuddy traveled over

400 km, remaining between the 1000- and 2000-m isobaths, as it was swept along in poleward flow of the

California Current System. Three Seagliders made repeat bisecting transects of the Cuddy core capturing

its detailed three-dimensional structure in time. Its evolution was analyzed through comparison of 11 in-

dependent Cuddy ‘‘snapshots.’’ A two dimensional Gaussianmodel fit to the geopotential anomaly field for

each snapshot allowed computation of dynamic fields inaccessible in Seaglider profiles alone. Results in-

dicate that the Cuddy decayed as its core waters became less isolated over time: Cuddy total mechanical

energy (kinetic 1 potential), salt content, and the magnitude of the core potential vorticity anomaly de-

creased. Core spice and dissolved oxygen variance increased tenfold, and thermohaline fine structure,

suggestive of lateral intrusions, was observed progressively closer to the eddy core. The estimated gradient-

wind balanced velocity field similarly weakened as the Rossby number decreased to 0.32 from an initial

value of 0.48. The observed changes in eddy properties occurred as the Cuddy was exposed to changes in

the background stratification and Coriolis parameter as it translated alongshore. Idealized modeling of

eddy adjustment indicates that both erosion and changing background conditions are required to explain

the observed eddy changes. Adjustment in response to both effects simultaneously leads to changes in eddy

properties qualitatively consistent with those observed.

1. Introduction

Eddies play important yet often undetected roles in

the transport and distribution of oceanic heat, salt, and

nutrients. They occupy a range of spatial scales, are found

at various depths in all oceans, and are inherently tran-

sient. Submesoscale coherent vortices (SCVs)—gradient-

wind balanced, preferentially anticyclonic, subsurface

intensified, isolated lenses with horizontal length scales

comparable to or smaller than the first baroclinic de-

formation radius andRossby numbersO (1) (McWilliams

1985; D’Asaro 1988b)—are a distinctive class of long-

lived eddies capable of trapping and transporting core

waters for many months over hundreds of kilometers

(McWilliams 2016). Their ubiquity, potential role in the

transfer of energy from large to small scales, and ability to

redistribute bulk quantities of heat, salt, and nutrients

motivates the study of their behavior and evolution.

The prevalence of SCVs has been recognized through

frequent observations that are often unintentional (e.g.,

Huyer et al. 1998; Collins et al. 2013). Due to a strong

potential vorticity gradient bounding an isolated rela-

tively homogeneous core (Elliott and Sanford 1986),

SCVs that avoid disintegration due to collisions with

topography (e.g., Torres and Gomez-Valdes 2017), or

merging and interaction with other eddies, exhibit a rel-

atively slow decay driven by dissipative processes. Per-

sistent, high-resolution observations of a Mediterranean

water eddy (‘‘Meddy,’’ an archetypal SCV) over a mul-

tiyear period illustrated losses of heat and salt driven by

lateral intrusions (Armi et al. 1989; Hebert et al. 1990),

similar to those observed elsewhere along sharp ther-

mohaline fronts (e.g., Shcherbina et al. 2009, 2010).

Similar extended tracking and observation of individual

features is informative of the processes moderating SCV

translation, longevity, and decay, but is a challenge due to

these eddies’ small size and subsurface intensification and

is as a consequence more rare. As a result, quantitative

estimates of the contribution of coherent submesoscale

eddies to regional and global tracer transport and en-

ergy flux remain poorly constrained. Improvements in

high-resolution models have allowed exploration ofCorresponding author: Jacob Steinberg, jms000@uw.edu
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SCVpropagation andevolutionbehavior (e.g.,McWilliams

et al. 1986; McWilliams and Gent 1986; McWilliams 1988;

Morel and McWilliams 1997; Molemaker et al. 2015),

though further observational counterparts are needed

(McWilliams 2016). In this article, we describe results

from persistent, three-dimensional spatial surveys of a

submesoscale California Current eddy using near-

continuous autonomous observations over three months.

California Undercurrent (CU) eddies, termed ‘‘Cuddies’’

(Garfield et al. 1999; Collins et al. 2013; Pelland et al.

2013), have characteristics similar to those of SCVs and

are frequently found in the California Current System

(CCS) in the eastern North Pacific Ocean. Cuddies are

long-lived monopole anticyclones, with radii 10–30km

and velocity maxima at the base of the permanent pyc-

nocline. Cuddies originate along the continental slope in

the CU, which is a wind-forced subsurface jet driven by

local and remote alongshore wind forcing, carrying warm,

saline, low oxygen, high nutrient Pacific Equatorial

Waters (PEW) to higher latitudes (Hickey 1979; Huyer

et al. 1998; Chereskin et al. 2000; Connolly et al. 2014;

Thomson and Krassovski 2015). Peak poleward veloc-

ities of 0.3–0.5m s21 are observed in late summer and

early autumn offshore of the continental shelf break

and at a core depth between 100–300m; in the northern

CCS, the peak PEW signature is found on the potential

density surface ru 5 1026:55 kgm23 (Hickey 1979; Thomson

and Krassovski 2010; Pelland et al. 2013). Offshore of the

core jet, the broader surface-intensified California Cur-

rent (CC) flows equatorward carrying waters from the

North Pacific (Auad et al. 2011). In winter, north of 438N
and near the shelf break, surface currents become poleward

and are denoted the Davidson Current (Hickey 1979).

Collins et al. (2013) analyzed looping anticyclonic

RAFOS float trajectories to track Cuddies originating

along the continental slope within the CCS. Floats be-

came trapped in Cuddies as they formed and translated

offshore, revealing stable, west-southwestward drift into

the more quiescent North Pacific interior. This is consis-

tent with expectations of eddy self-advection due to the

b effect (McWilliams et al. 1986; McWilliams and Gent

1986; Morel andMcWilliams 1997), observed for surface-

intensifiedmesoscale eddies in a global eddy census using

gridded altimetry (Chelton et al. 2011). A notable Cuddy

trajectory ended 1600km to the southwest of the initia-

tion of looping, providing further evidence of these

eddies’ potentially long life (Collins et al. 2013). Lukas

and Santiago-Mandujano (2001) corroborate these re-

sults with observations of an extreme water mass anom-

aly near the Hawaiian Islands, which they conclude likely

originated in the CU. The properties of mature eddies

are consistent with a range of generation scenarios in-

cluding baroclinic instability, topographic interaction,

and bottom friction effects. High-resolution models

explain Cuddy formation as resulting from a combination

of flow separation over complex topography and frictional

interactions with the continental slope (Molemaker et al.

2015). Torres and Gomez-Valdes (2017) suggest that

the meandering of the CU induced by synoptic-scale

wind events can also play an important role.Observations

capturing the formation of a Peru–Chile Undercurrent

eddy, a type similar to Cuddies, corroborate flow sepa-

ration over rough topography and bottom friction as a

formation mechanism (Thomsen et al. 2016). These ob-

servations affirm eddy formation as a complex process

and highlight the importance of frictional bottom in-

teractions suggested by D’Asaro (1988a) and Molemaker

et al. (2015).

Cuddies contain core water properties similar to

those of the CU, which distinguish them from cooler

and fresher background waters as they move offshore.

Spice, a state variable defined as a measure of ther-

mohaline variability along isopycnals (Flament 2002)

is useful for identifying CU water mass properties

within Cuddies as well as interleaving of water masses

as they move into cooler fresher offshore waters. This

pathway for the offshore advection of PEW water can

help explain the observed poleward weakening of the CU

water mass signal as it mixes with the surrounding Pacific

Subarctic Upper Water (Thomson and Krassovski 2010).

Observations of twenty individual Cuddies in a se-

quence of repeat Seaglider sections carried out over

the Washington continental slope between 2003 and

2009 are consistent with the hypothesis that these

eddies act as a primary agent of lateral stirring between

the CU and its surroundings (Pelland et al. 2013). By

estimating eddy bulk properties, frequency of occurrence,

and the average decay of heat and salt content in the CU

with latitude, Pelland et al. (2013) estimated that 44% of

the heat and salt lost from the CU as it flows poleward

in this region may move offshore via Cuddies. These

observations also revealed instances of enhanced fine

structure at Cuddy edges, suggestive of lateral in-

trusions, though the role that intrusions play in the decay

of typical Cuddies remains unclear (Pelland et al. 2013).

To investigate mechanisms moderating eddy evolu-

tion, we deployed multiple Seaglider autonomous un-

derwater vehicles (AUVs) to identify and track a single

Cuddy in the same region sampled by Pelland et al.

(2013), with the intent of continuously observing the

structure and decay of an individual Cuddy for as long as

vehicle endurance and eddy detectability allowed. These

surveys combine analysismethods developed from repeat

observations of other types of SCVs (D’Asaro 1988b;

Elliott and Sanford 1986; Hebert et al. 1990) with

AUV technology that has the ability to provide relatively
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high-resolution spatial and temporal observations over

weeks or months (Martin et al. 2009; Bosse et al. 2016).

The main goals of this study were to dynamically

describe a Cuddy’s structure, observe its evolution, and

quantify its decay. The following sections detail the

methods of data collection and analysis, along with the

eddy’s kinematic and dynamic evolution, core property

changes, and observations of thermohaline interleaving.

A discussion and conclusions follow, including consider-

ation of idealized eddy adjustment to the surrounding

environment and partial erosion.

2. Data collection

In October 2013, three Seagliders (‘‘gliders’’), desig-

nated SG189, SG194, and SG195 (Eriksen 2017a,b,c),

were deployed from a chartered sport fishing vessel from

Wesport, Washington, to find and continuously survey a

single Cuddy. An additional glider, SG108, operated by

the University ofWashington Applied Physics Laboratory

as part of the Northwest Association of Networked

Ocean Observing Systems (www.nanoos.org), simul-

taneously carried out repeat transects along a track

crossing theWashington continental slope (Fig. 1). This

glider provided a simultaneous description of the back-

ground state.

Seagliders are buoyancy driven, autonomous underwater

vehicles that profile the upper 1000m of the water column

measuring temperature, conductivity, and pressure on both

ascent and descent (Eriksen et al. 2001). The result of

each ;8h glider dive–climb cycle is pair of vertical pro-

files along a sawtooth (nominal 1:3 vertical:horizontal

FIG. 1. SG189, SG194, and SG195 tracks from 20 Nov 2013 to 21 Mar 2014. Solid and

dashed yellow lines are the Cuddy center estimate. Solid portions detail the Cuddy trans-

lation path during discrete time windows (Fig. 3e). Scattered in black with blue trim are

Cuddy center positions at the start of each time window (select start times labeled). Glider

paths and dive-cycle midpoints are in gray with SG108 cross-shore transects com-

pleted between 20 Nov and 20 Jan in dark green. The red circle is the estimated Cuddy

radius at the fifth example time window. Gray shading indicates depth levels with the

200-, 1000-, and 2000-m contours added. The inset provides detail of a single time win-

dow with the tracks of two gliders (194 in green and 195 in blue) and DAC vectors for

each dive–climb cycle.
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glide slope) path roughly 6 km in horizontal length.

Gliders in this study sampled temperature and con-

ductivity using a SeaBird Electronics thermistor and

conductivity cell similar to those employed on SeaBird’s

SBE-3 and SBE-4 instruments, which were processed to

estimate salinity S using methods consistent with those

described in Pelland et al. (2013, 2016). These mea-

surements allowed for computation of potential tem-

perature u (8C) referenced to the sea surface, potential

density su (5 ru 2 1000kgm23), and spice pu. Spice is

used to highlight different water mass properties and

to identify Cuddy and CU waters. For a given density,

high spice is associated with warm salty Cuddy core

water. Seagliders also estimate a surface to 1000m

depth-averaged current (DAC), with 0.01m s21 accu-

racy, over each dive-climb cycle from the difference

between GPS-tracked overground and dead-reckoned

displacements. Dissolved oxygen concentration per

unit mass O2 (units of mmol kg21) was also measured

using the Aanderaa 4330 Optode, in addition to optical

backscatter on 470 nm and 700 nm wavelengths and

chlorophyll fluorescence using the WETLabs ECO

Puck.

An individual Cuddy was found on 20 November

2013 and tracked along the continental slope offshore

of Washington and Vancouver Island coasts (Fig. 1).

Tracking commenced at 47.558N, 125.48W and ended

on approximately 25 February 2014 at 49.88N, 128.18W
due to the inability to further identify a coherent Cuddy

from the data returned by the gliders. This region falls

within the northern portion of the CCS where winter

flow at the shelf break is on average poleward both at

the surface and at depth (Pelland et al. 2013). In this

study, the Cuddy path was largely poleward, suggesting

that this eddy was caught in the prevailing background

flows before reaching the quiescent interior North Pa-

cific Ocean. Glider tracks completed during the Cuddy

tracking period, as well as an estimated eddy translation

path, highlight this poleward propagation (Fig. 1). Eddy

center position estimates are separated into segments

contributing to Cuddy evolution analysis described be-

low. Including SG108, a total of 1201 glider dive–climb

cycles were carried out between 20 November 2013 and

21 March 2014 of which 972 profiles contributed in con-

structing Cuddy snapshots.

During tracking, basic eddy properties and background

flowwere estimated by assimilating glider observations of

isopycnal vertical displacement and depth-averaged cur-

rent into a simplified model using the extended Kalman

filter (EKF). The EKF is a useful tool for sequentially es-

timating the properties of systems such as eddies, in which

observations are nonlinear functions of the system state

(Ide and Ghil 1998a,b). After completion of the surveys,

a ‘‘smoother’’—an algorithm for refining initial EKF

estimates based on data collected at later times (Gelb

1974)—was applied, and estimates of eddy position,

background flow, and position uncertainty derived

from this smoother are used in the analyses that follow.

The simple eddy model and estimation procedure are

summarized in appendix A. Pelland et al. (2018) de-

scribes the EKF and smoother methodology and its

application to automated glider navigation in greater

detail.

3. Methods

a. Cuddy tracking

Throughout the tracking period, the survey gliders were

oriented and directed to make repeat transects across the

Cuddy. A complete transect was composed typically of

eight dive–climb cycles taking 2–3days to complete. A

total of 98Cuddy transects of lengths between 6 and 53km

were collected. Of these, 58 transects of at least 25km are

included in this analysis. Nominally, one glider was

oriented north–south while a second was oriented east–

west; northwest–southeast or northeast–southwest tracks

(Fig. 1) are due to the east–west transects taking

place relative to a poleward-propagating eddy center.

FIG. 2. A set of 11 dive–climb cycles (in pressure and time)

collected by SG195 during an example crossing of the target

Cuddy. Even glider dive–climb cycles are numbered. Color in-

dicates spice (section 2); the deep red lens at 200-m depth is

the Cuddy core. Isopycnals are contoured in black, and de-

flection bounding the core lens highlights the Cuddy’s vertical

extent.
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Profile data from a sample transect (11 dive–climb cycles

collected by SG195 in December 2013; Fig. 2) illustrate

the relatively warm, saline weakly stratified layer at the

core of the target Cuddy. Here, stratification refers to

the magnitude of the vertical derivative of potential

density.

The ability to effectively survey the target Cuddy var-

ied through time due to changes in glider availability and

communications, details in piloting strategy, and eddy

translation speed. Translation speeds approached

0.1m s21 at times, with a net speed of 0.084ms21 pole-

ward along the continental slope during the period

6 January–10 February 2014, though with considerably

lower speeds previous and subsequent to this 5-week in-

terval of fast translation. Survey tracks were coarser

during the period of rapid poleward translation, but still

sufficient to provide bulk estimates of eddy structure at

some times.

b. Processing framework

Throughout the survey period and for the dedicated

survey gliders, instances of elevated spice in the main

pycnocline (200-m depth), and greater vertical extent of

high spice waters, indicate the center of a cross-eddy

transect similar to that in Fig. 2 (Fig. 3). Recall that

SG108 (Fig. 3a) did not sample the Cuddy repeatedly;

the variability in spice over longer periods than the other

gliders reflects its sampling of CU waters near the shelf

break, then cooler, fresher offshore waters on successive

cross-slope transects.

All profiles were referenced to the moving Cuddy

center position in space and time, using the EKF

smoother eddy center estimates (appendix A). The

position of the center at the time of each glider sample

was determined and radial distance was computed

assuming linear Cuddy translation between each EKF

estimate. Each profile was vertically bin averaged

using overlapping bins to grid each profile in 2-m in-

crements from 0 to 150m, 5-m increments from 150

to 300m, and 10-m increments deeper than 300m;

bin increments were chosen to reflect varying glider

temporal sampling rates. Profiles without bin aver-

aging were also considered for analysis of vertical fine

structure as will be discussed below.

A total of 11 nonoverlapping time windows, each

5 days long, were used to create 11 Cuddy ‘‘snapshots’’

that could be compared with one another. Contributions

to each snapshot from gliders varied throughout the

survey period, with at least two profiling the Cuddy at a

given time (Fig. 3). The time bounds of each window

FIG. 3. (a)–(d) Spice (section 2) collected by all gliders in this study vs time and depth. For dedicated survey

gliders (other than SG108), instances of high spice in the main pycnocline indicate the center of a Cuddy transect

(e.g., Fig. 2). The periodic high spice sections made by SG108 instead reflect its movement on and offshore into and

out of CU waters. (e) Timeline of the period spanned by each analysis window. Gaps in this timeline in early

December and mid-January reflect times during which Cuddy translation speeds were increased and tracking

became more difficult.
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were chosen to reflect the availability of high-quality

transects and to maximize the spatial extent of available

Cuddy measurements.

In adopting this procedure, it is assumed that

changes in Cuddy vertical–radial structure over the

course of each 5-day window are small relative to bulk

evolution over the course of the surveys. This follows

from the expectation that at short time scales diffu-

sivity dominates eddy evolution and estimates of

an effective eddy diffusivity time scale fall between

80 and 290 days, varying with the strength of radial

temperature and salinity gradients (Joyce 1977; Hebert

et al. 1990; Ruddick and Richards 2003; Pelland et al.

2013). The time windows do not include all data

collected during the surveys, but reflect all periods for

which a reliable estimate of eddy structure and

dynamics could be obtained (Fig. 3e). Variability

in Cuddy translation speed corresponds to the vari-

able length of each 5-day segment (Fig. 1). Time window

five is highlighted and used as an example in the sub-

sequent detailing of Cuddy structure and dynamics

(Fig. 1, inset).

Since the analyses in this manuscript focus on time

windows during which the eddy was sampled particularly

densely, the results are not overly sensitive to the method

used to determine the eddy position (appendixA). Use of

an alternate method to estimate the eddy center during

each window, which minimized the square angular

differences between observed currents and those from

an idealized azimuthally symmetric vortex, resulted

in typical differences from the EKF smoother eddy

position of ,1 km. While this alternate method did

not assume eddy azimuthal velocity structure, vortex

strength, or vortex size, the results were still consistent

with EKF estimates, but more sensitive to time win-

dow selection.

A cylindrical coordinate system was adopted in radius

r and height z where relevant eddy quantities were as-

sumed to be spatially independent of azimuthal angle

(Elliott and Sanford 1986; D’Asaro 1988b; Pelland et al.

2013). Though the survey data in this study are not

sufficiently dense to test the validity of this assumption,

there was little evidence to contradict it in the individual

transects that were examined (e.g., Fig. 2). Relevant

eddy quantities, including spice, were then referenced to

the moving center and associated with a radial distance

(Fig. 4a). The 51 total profiles collected during time

window five were almost entirely collected with their

middepth point at r , 23km (Fig. 4b); gliders were

generally instructed to turn around and begin a new

transect beyond this radius.

Referenced to the moving center, DAC vectors minus

the EKF smoother estimated background mean flow

uback during each window (DAC 2 uback) and the azi-

muthal component of each of these vectors DACf were

considered in analyzing eddy azimuthal symmetry and

velocity structure (Fig. 4c). The differences between

DAC2 uback and DACfmay reflect uncertainty in the

Cuddy center estimate, the mean background flow

vector, aliased variability due to internal waves and

tides, errors in the assumption of axisymmetry and

spatially uniform background flow, and/or eddy radial

currents. Vertical distance separating two isopycnals

was also considered in analyzing Cuddy radial struc-

ture (Fig. 4c, inset). The chosen isopycnals (su 5
26.45 kgm23 and su 5 26.65 kgm23) vertically bound

the Cuddy core, and their separation decreases to

background levels with radius from the eddy core.

Within each time window, DACf and a smoothed

version, computed using an interpolation technique

described below, increase with radius to a maximum

speed at radii of 10–15 km before decaying back to-

ward zero (Fig. 4d).

c. Interpolation

In each timewindow, one dimensionalGauss–Markov

interpolation (Bretherton et al. 1976; Le Traon 1990)

was used to map observed scalar quantities to a regular

radial grid extending from the Cuddy center to 28km, in

0.5-km intervals, on each vertically bin-averaged depth

surface. This procedure was used to create radial–

vertical grids of u, S, su, pu, and O2, along with a ra-

dial grid of DACf, for each of the 11 windows. Profiles

completed within radii less than 2.5 km were copied,

paired with negative radius values, and used to extend

the observation domain from 0 to 22.5 km; this en-

forces the condition that isopycnal surfaces are hori-

zontal and that eddy azimuthal currents are zero at

the origin (r 5 0).

The interpolation was performed using a horizontal

decorrelation length scale of 15 km. The choice of de-

correlation length scale is intended to filter noise due to

internal waves and high-frequency or wavenumber

phenomena (Rudnick and Cole 2011) while retaining

robust aspects of the Cuddy structure. By collapsing all

glider profiles completed within a 5-day time window at

various locations surrounding the Cuddy into one

horizontal dimension, data density was greatly in-

creased; this azimuthal averaging decreases the effect

of noise, allowing a shorter smoothing scale than used

previously to analyze eddies in this region (Pelland

et al. 2013).

Use of this interpolation routine required a back-

ground field of all scalar quantities. For each window,

profiles collected within 10 days of the midpoint time

at a radius greater than 20 km and less than 35 km were
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averaged along depth surfaces to yield background

profiles of u, S, su, and O2. These conditions were

chosen in order to yield profiles with no observed in-

crease from background levels, like those observed by

SG108, in separation between isopycnals bounding the

Cuddy core and spice anomaly at the Cuddy core

depth. Differing background profiles were estimated

for each window because, as the Cuddy translated, it

moved through cross-shore horizontal gradients of

temperature and salinity evident in SG108 transects

(Fig. 3).

The results of the interpolation procedure are grid-

ded, spatially smoothed scalar and velocity fields versus

r and z (e.g., pu in Fig. 5a). Within these gridded fields,

the core region is defined as extending in radius from

0km to rymax
, the radius of maximum velocity, which will

be defined in the next section. The far field is assumed

to feel little influence of the Cuddy while a transition

region includes the area of interaction between the

interior Cuddy core and exterior background waters

(Fig. 5a).

4. Analysis

a. Estimates from interpolated fields

The gradient-wind horizontal momentum balance ap-

propriate for describing intense submesoscale and me-

soscale eddies includes a nonnegligible centripetal term

(Holton 1972; McWilliams 1985; D’Asaro 1988b; Hebert

et al. 1990; Schultz Tokos and Rossby 1991; Martin et al.

2009; Pelland et al. 2013; Bosse et al. 2016). In cylindrical

coordinates this is defined as

›F

›r
5 f y1

y2

r
, (1)

where F is geopotential, y is the azimuthal velocity,

and f is the local Coriolis parameter. For each analysis

FIG. 4. Illustration of processing steps in example time window five. (a) Individual profiles of spice vs radius and

depth made within this window and referenced to the time-varying eddy center. (b) Cast frequency vs radius.

Gliders were instructed to turn around to begin a new transect near;30 km. (c)Dive–climb cyclemidpoint location

and DACs in plan view, referenced to the Cuddy center. Blue arrows are glider-inferred DACs with an average

backgroundmean flow uback, estimated over the timewindowby theEKF, removed. Red arrows are their azimuthal

component DACf. The pink arrow is the average background flow estimated by the EKF over the time window.

Yellow circles represent vertical separation of core-bounding isopycnals (su 5 26.45 kgm23 andsu 5 26.65 kgm23)

estimated on each vertical profile. The size of the circle linearly scales with themagnitude of separation. The inset at

the bottom right is the true separation as a function of radius. (d) DACf (blue dots: individual cycles, black:

interpolated values) vs radius.
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window, we calculated absolute gradient-wind velocity

fields y(r, z) referenced to the estimated azimuthal

DAC as follows: using the interpolated density field as

described above, geopotential was first calculated

relative to a deep level of no motion p0 5 980 dbar, (1)

was solved using this relative geopotential, and then,

at each radial grid station, the radial gradient of the

geopotential at the deep reference level was iteratively

adjusted until the vertical average of y from (1) at each

station matched the interpolated DACf at that station

(Pelland et al. 2013). The radial geopotential gradient

at the reference level was then integrated radially from

the origin to r5 28 km to produce a profile of absolute

geopotential at the reference level, defined to within

an arbitrary constant. This radial profile was added to

the relative geopotential field at each depth level to

give the absolute geopotential F. This is similar to the

method of Bosse et al. (2016, their appendix A) for

determining the absolute depth-averaged radial pres-

sure gradient by referencing gradient-wind velocities to

DAC. Using the absolute gradient-wind velocity field,

the vertical component of relative vorticity z was cal-

culated according to

z5
›y

›r
1

y

r
. (2)

The geopotential anomaly DF, a measure of Cuddy

strength, was found by subtracting from the absolute

geopotential a far-field profile defined as the average

along depth surfaces within the range 22# r# 28 km.

This far-field profile was removed from the entire

field with the result defined as the geopotential

anomalyDF associatedwith the Cuddy (Fig. 5b). In analysis

windowfive, themaximumgeopotential anomaly is evident

at the Cuddy core depth in the main pycnocline.

The Cuddy had clockwise, anticyclonic circulation;

in the example fifth window, the maximum azimuthal

currents were 0.21ms21 at 200-m depth and a radial dis-

tance rymax
5 10:5 km (Fig. 5b). Here rymax

is defined as the

radial distance, in each analysis window, along the depth

surface of maximum geopotential anomaly at which the

strongest azimuthal currents are found. This radius is used

to delineate the Cuddy core from the exterior. A second

horizontal length scale ry5c was also calculated as the out-

ermost radial station at the core depth at which the

azimuthal velocity y is equal to or greater than the eddy

translation speed c. At radii close to but less than ry5c, az-

imuthal currents exceed the translation speed. This iden-

tifies a boundary within which water is trapped and can be

transported laterallywithin the eddy core (Early et al. 2011).

b. Model-derived dynamics

Note that the geopotential, velocity, and vorticity

estimates derived from the interpolated fields assume

no Cuddy structure beyond azimuthal symmetry. For

some quantities, it is convenient to further assume a

radial-vertical eddy structure (an eddy ‘‘model’’) and

fit this to the data in each analysis window. We assume

that Cuddy density and geopotential structure can be

compactly described by a separable structure, taken

FIG. 5. (a) Interpolated spice pu (colors) and potential density su (black contours) for time window five. (b) Geopotential anomaly

DF, relative to a far field absolute geopotential background profile, with absolute gradient wind azimuthal velocity yf contoured

in black (section 4a). Negative values of velocity reflect anticyclonic, clockwise circulation in cylindrical polar coordinates. (c) Sixteen

density anomaly profiles from time window five and at radii , 11 km. Anomalies are computed relative to an average density pro-

file computed using profiles with radii . 15 km. Profiles are normalized by the absolute value of the density anomaly minimum at

z , 2200m.
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as a product of radial and vertical functional forms.

The vertical structure of nondimensionalized eddy

density anomaly profiles (Fig. 5c) do not demonstrate

evidence of radial dependence and support the as-

sumption of separability. The model geopotential

anomalydDF takes the form:

dDF5

8>>><>>>:
A

�
9

8
2
�r
l

�2�
exp

�
2
1

8
2
�z2 z

0

h

�2�
, for r,

l

2
ffiffiffi
2

p ,

A exp

�
2
�r
l

�2
2
�z2 z

0

h

�2�
, for r$

l

2
ffiffiffi
2

p ,

(3)

where A, l, and h are the Cuddy strength, radial scale,

and vertical scale, respectively. For each of the 11

analysis windows the Cuddy core depth z0 and eddy

center are defined as the depth at r 5 0 where DF is a

maximum. The model scale and strength parameters

were then estimated by minimizing the squared error

between model and observed DF. The piecewise model

form (3) was chosen to include an inner region

r# l/(2
ffiffiffi
2

p
) for which azimuthal speed varies nearly

linearly with radius to approximate solid body rotation.

At greater radii, the Gaussian form was chosen to de-

scribe smoothly varying flow that peaks at r’ 0:6l

(McWilliams 1985; Pelland et al. 2013). For simplicity,

the vertical structure is assumed to be symmetric about

the core depth.

In addition to velocity and vertical vorticity fields com-

puted directly from the interpolated grids as described

above, these quantities were also computed from (3) for

comparison. The resulting model fields, ŷ and ẑ, are in-

dependent of background flow and describe idealized

monopole SCV structure dependent only on the three pa-

rameters A, l, and h. An additional benefit of (3) is that

quantities unable to be fully specified from the interpolated

fields, such as potential vorticity at the eddy center, can be

estimated from the model. Potential vorticity (PV) is

computed as (D’Asaro 1988b; Martin et al. 2009)

PV(r, z)5 (ẑ1 f )
N2

g
1

1

r
0

›ŷ

›z

›s
u

›r
. (4)

The first term in (4), describing the PV vertical

component, is the product of the vertical component

of absolute vorticity with the buoyancy frequency

N2 [2(g/r0)›su/›z, divided by the gravitational ac-

celeration g, where r0 5 1025kgm23 is a reference den-

sity. The second term describes twisting and tilting. This

estimate of PV combines the modeled geopotential

anomaly, through velocity and vorticity, with the in-

terpolated density field, which is used to estimate N2.

Velocity and vorticity Rossby numbers for the Cuddy

were computed asRoy 5 2ymax/(frymax
) andRoz 5 jz(0,z0)j/f ,

respectively (D’Asaro 1988b). The velocity Rossby

number is the ratio of relative to planetary vorticity and

is a measure of the importance of the nonlinear advec-

tion term in (1). The factor two arises from writing the

momentum balance in terms of the horizontal density

gradient and vertical azimuthal velocity shear. Note, ymax

is defined as the greatest azimuthal speed at the core

depth and is thus positive. The vorticity Rossby number,

directly relates the Cuddy core to planetary vorticity.

Values greater than one reflect a core susceptible to in-

ertial instability (D’Asaro 1988b). The Burger number

was additionally computed to explore aspect ratio ad-

justment. It is defined as the square of the ratio of

the baroclinic radius of deformation to the horizontal

length scale of the flow {Bu5 [N0h/(fl)]
2, whereN0 is the

background stratification averaged between 160m and

240m}. Its value through time describes how an eddy

adjusts as it translates into regions of different background

stratification and/or planetary vorticity. Initial horizontal

and vertical length scales are set by formation processes

and the background state, but as an eddy propagates it is

expected to adjust to a stable state and shape within a

range 0:05,Bu, 1 (McWilliams and Gent 1986).

Total available potential energy (APE) and kinetic

energy (KE) in each analysis window were computed as

(D’Asaro 1988b; Hebert et al. 1990)

APE5

ð0
z

ð2p
0

ð28km
0

1

2
r̂N2

bj
2r dr dudz , (5)

KE5

ð0
z

ð2p
0

ð28km
0

1

2
r
0
ŷ2r dr du dz , (6)

where r̂ is the observed background density profile plus

the model density anomaly found using (3). Here, the

background buoyancy frequency profile N2
b is calcu-

lated using the background density profile, and j is the

vertical displacement of each isopycnal from its back-

ground level. To the extent that any eddy velocity and

density anomalies are nonzero deeper than the maxi-

mum depth of glider profiling, these expressions will

underestimate the true APE and KE. Full-depth sec-

tions of Cuddies are rare, but previous observations
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have shown isopycnal displacements and baroclinic

velocities limited to the upper 1200m (Simpson et al.

1984) or shallower (Huyer et al. 1984). The near-zero

nondimensionalized density anomalies (Fig. 5c) and

low azimuthal velocities observed at 1000m (Fig. 5b) in

this study are consistent with these observations.

c. Uncertainty estimates

Uncertainties in the estimates described above due

to errors in the eddy center location were estimated

using Monte Carlo sampling. In each analysis window,

100 iterations were performed, in each of which the

Cuddy center position was adjusted. For each iteration,

randomly drawn, normally distributed x and y pertur-

bations, with covariance structure specified by the er-

ror covariance matrix output by the EKF smoother at

the middle time point of each window (appendix A),

were used to shift the position of all center points within

that window. The interpolation technique was then re-

applied for each iteration and all dynamic quantities were

recomputed; 95% confidence intervals were computed as

two standard deviations of each quantity across the 100

iterations. This procedure conservatively assumed that

center estimate errors between time points were de-

pendent within each time window.

d. Temporal change

Temporal changes in Cuddy dynamic fields and bulk

tracer properties were analyzed by comparing average

properties early during the tracking period and after the

Cuddy’s rapid translation northward. Quantities were

averaged within ‘‘early’’ and ‘‘late’’ analysis windows;

late windows were defined as those following the onset

of rapid poleward propagation (9 January). This distinc-

tion results in seven early and four late analysis windows

(corresponding roughly to the first and second halves of

the observation period). The statistical significance of dif-

ferences in means between these two periods was assessed

using a Student’s t test (von Storch and Zwiers 2003);

changes between early and latewere considered significant

if the null hypothesis of no difference in means between

the two time periods was rejected at 95% confidence.

5. Results

a. Characteristic scales

As the Cuddy translated northward, the background

stratification at its core depth decreased by 9% and the

Cuddy core isopycnal su 5 26:56 kgm23 deepened,

along with the depth of maximum geopotential anomaly

and the depth of maximum azimuthal velocity (Fig. 6a).

The core isopycnal was selected as the isopycnal that, over

all snapshots, was least vertically deflected from the

background at radii less than 10km. Its depth was esti-

mated for each snapshot using the five glider profiles

closest to the Cuddy center. These depths were compared

against far-field estimates made using the five profiles

completed farthest from the Cuddy center. Throughout

the tracking period, the core isopycnal deepened every-

where; core and far-field depth estimates were positively

correlatedwith a square correlation coefficient of over 0.9.

As this deepening occurred, the background buoy-

ancy frequency at the Cuddy core depth and the Cuddy

core buoyancy frequency converged (Fig. 6a). While

the horizontal length scale l and radius of maximum

velocity rymax
did not significantly change between early

and late periods, the radius at which azimuthal cur-

rents matched eddy translation speed ry5c decreased by

20% beginning 6 January (Fig. 6b). Its decrease in early

January is consistent with a concurrent increase in

background flow measured by SG108 and estimated by

the EKF. The decrease in ry5c during the second half of

the survey period is most evident in two estimates where

translation speed is strongest (12 and 27 January).

The magnitude of the geopotential anomaly dDF de-

creased by 20% from the first to the last half of the re-

cord (Fig. 7a), while l did not significantly change

(Fig. 7b) and h increased by 38% (Fig. 7c). These

changes occurred as background stratification weakened

by 9% between early and late averages. Coincident with

these changes, the eddy core stratification increased

from 30% to 55% of local background values (Fig. 6a).

b. Kinematics and dynamics

Modest temporal changes in eddy rotation and strat-

ification over the observing period are evident from

azimuthal velocity, vorticity, and potential vorticity ra-

dial profiles along the core depth (Fig. 8). Mapped ve-

locity profiles (Fig. 8a) reveal a nearly linear gradient,

indicative of solid body rotation, only for r& rymax
/2

where rymax 5 7–10 km. At larger radii, the profiles

follow a roughly Gaussian shape providing the motiva-

tion for the model form in (3).

Both model and directly estimated peak azimuthal

velocity decreased modestly over time from a maximum

magnitude of 0.23m s21 in the interpolated field in

window two to 0.19m s21 in window eleven (early av-

erage peak speed 5 0.21ms21, late average peak

speed5 0.175ms21). The magnitude of the ratio of the

core relative vorticity to f decreased more dramatically

from an early average of 0.69 to a late average of 0.46.

The radial profile shape of relative vorticity normalized

by f reflects the choice of amodel permitting an inner core

in solid body rotation. Validation of this model choice is

further confirmed by the time-averaged vorticity profile
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from the interpolated fields where at small radii the slope

of vorticity flattens (Fig. 8b). In time, vorticity weakened

particularly within the core, consistent with the weaken-

ing of the velocity field. PV at a radius of 0km and at the

core depth increased from 11% of the background value

to 20% by the end of the survey. This is seen as an in-

crease (decrease in magnitude) in PV anomaly, a ratio

defined as (PV2PVff)/PVff, where PVff refers to the far-

field PV defined as the average PV at radii greater than

20km (Fig. 8c).

Velocity and vorticity Rossby numbers significantly

decreased between the early and late period (Figs. 9a,b),

reflecting an increase in f (by 3%) and a decrease in peak

azimuthal velocity. The Burger number did not change

significantly between early and late periods (Fig. 9c).

While the aspect ratio (h/l) increased by the end of the

survey period (Fig. 7), this was somewhat compensated

by a decrease in the ratio of the background buoyancy

frequency to Coriolis frequency. Cuddy total mechanical

energy was roughly equally partitioned between APE

and KE and while APE significantly decreased by 45%

between early and late averages, KE did not significantly

decrease (Fig. 10).

c. Bulk tracer evolution

Temperature and salinity anomalies along isopycnals

within the cuddy core, and their contrast with cool, fresh

offshore water in the Washington coastal region, are

evident when viewed in u/S space (Fig. 11). Background

profiles, averaged between November and January and

collected by SG108, indicate spice decreases with dis-

tance offshore within the thermocline (profiles collected

offshore are cooler and fresher). A pair of profiles col-

lected within the Cuddy when it was located more than

100 km offshore indicate its core is even more spicy, as

evidenced by warm and salty waters found between

su 5 26:4 kgm23 and su 5 27kgm23. The relatively high

values of spice within the Cuddy suggest that it formed

at a location equatorward of the SG108 transect and

distinguish it from surrounding poleward waters.

FIG. 6. (a) Depth of the target Cuddy core isopycnal (blue line), estimatedmaximum geopotential anomaly (blue

circles), and maximum azimuthal velocity (green stars) vs time. Referenced to the second (right) vertical axis are

background (solid red) and Cuddy core (dashed red) buoyancy frequency at the core depth vs time. (b) Cuddy

horizontal scale indices: radius of maximum azimuthal current rymax
(blue curve), model radial scale l (red curve),

and radius at which azimuthal current matches translation speed (yellow circles) vs time. Average eddy translation

vectors estimated from the EKFwithin each analysis window are in black. Green vectors are independent estimates

of the background flow from SG108, averaged over the same time windows and cross-shore domain occupied by the

Cuddy. (c) Cuddy latitude vs time.
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Evolution of spice, dissolved oxygen, and potential

vorticity within the Cuddy can be seen from a sequence

of r–z sections from representative snapshots (Fig. 12).

As indicated by the time series of model scale parameters

(Fig. 7), azimuthal velocity weakens and core depth

deepens through the course of observations accompanied

by a decrease in spice (Fig. 12, left panels). Over the same

period, dissolved oxygen change within the core is in-

discernible (center panels), but potential vorticity weakens

modestly, as measured by the core volume contained

within the PV5 13 10210m21 s21 contour (right panels),

the same volume used to estimate average spice and dis-

solved oxygen within the core (Fig. 12, bottom panels).

When early and late averages of quantities in this core

region are compared, core spice decreases from 20.13

to20.15 (a statistically significant change), O2 by 1% (not

significant), and core volume by 6% (not significant).

Despite average O2 remaining essentially constant,

by the survey’s end, core oxygen variance had in-

creased by over an order of magnitude (Fig. 13a).

Vertical profiles within each timewindowwere ordered by

radial distance and oxygen variance computed between

26.52 kgm23 , su , 26.6 kgm23 by averaging over

6 km overlapping radial bins. The use of a strict verti-

cal bound intends to highlight horizontal, not vertical,

variations. Initially, core oxygen variance was very

low, ,10 (mmol kg21)2 at r, 10 km. Outside the core

at larger radii, variance was an order of magnitude

greater, peaking at r5 17 km, and again decreasing to

modest exterior values beyond r. 18 km (Fig. 13a).

This initial radial profile is consistent with an inner

homogenous core, a transition region of mixing waters,

and a more uniform background outside the Cuddy.

Over time the radius of maximum variance migrated

toward smaller radii and by the end of the tracking

period, core oxygen variance had increased tenfold.

The radial distribution of spice variance (Fig. 13b)

displayed a qualitatively similar evolution in time; by

the end of the survey period, core spice variance in-

creased by nearly a factor of three.

Vertical profiles of spice at each radial grid station and

for each snapshot were interpolated to a density grid to

consider changes in core spice. A far-field average pro-

file for each snapshot was removed and resulting spice

anomaly profiles at the Cuddy center, r 5 0km are con-

sidered (Fig. 14). From late November through mid-

January a relatively compact positive roughly triangular

anomaly characterized Cuddy spice. Added for reference

is the core isopycnal, aswell as shallowersu 5 26.3kgm23

and deeper su 5 27kgm23 isopycnals bounding the core

(Fig. 14). Starting in late January and continuing through

the last three snapshots, spice anomaly in the core decrease

to more uniform values across the range of core densities.

Using salt, a more easily interpretable tracer, we

computed the available salt anomaly (ASA; Pelland

et al. 2013). Instead of using a background profile for

FIG. 7. Model estimated parameters scattered in black as a function of time: (a)dDF, (b) l, and (c) h; as defined in section

4b. Vertical red bars are 95% confidence intervals, and horizontal blue lines are early- and late-period averages.
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each window, one reference profile, collected at the

survey midpoint, was used such that anomalies could be

compared against each other through time. ASA is de-

fined here as

ASA5

ðz2
z1

ð2p
0

ðl
0

0:001r
0
(S

su
2 Sref

su
)r dr dudz (7)

where Ssu
and Sref

su
correspond to salinity and a reference

profile all gridded on density surfaces. A volume integral

was taken between vertical levels z1 and z2, set by the

corresponding depths of su 5 26.3 kgm23 and su 5
27kgm23. ASA significantly decreased by 27%between

early and late periods (Fig. 14, bottom panel).

d. Vertical fine structure

Occurrences of vertical fine structure, suggestive of lat-

eral exchange among waters of different spice between

eddy core and exterior regions, were observed with in-

creasing frequency in time throughout the survey period.

Within the Cuddy core, u/S profiles are self-similar and

differ little from one another (Fig. 15, left panel). Outside

the core, u/S curves are generally cooler and less salty, but

often irregularly vary from these to spicier conditions,

indicative of intrusive behavior along selected potential

density surfaces (Fig. 15, right panel).

Shcherbina et al. (2009) characterized thermoha-

line lateral intrusions by spice curvature in u/S space,

an approach adopted here to address Cuddy spice

variability. Two derivatives of spice with respect to density

were calculated after smoothing each glider profile on a

density grid using a triangular filter with a half-width of

0.03kgm23. Local maxima and minima in curvature

identify the position, on a density grid, of intrusive features

on the order of tens ofmeters. A threshold of two standard

deviations, found using all curvaturemeasurements within

FIG. 8. (a) Radial profiles of azimuthal velocity derived from the interpolated fields yf at the

Cuddy core depth (z5 z0) in each analysis window. Color corresponds to the window time

(advancing from green to blue; inset). Solid red profile is an average of these. The dashed black

line is an average of model-estimated velocity profiles ŷ. (b) Radial profiles of relative vorticity,

in this case estimated from the model ẑ, divided by the local Coriolis parameter f at the Cuddy

core depth; individual and average profiles are colored as in (a). (c) Radial profiles of PV

anomaly at the core depth, subtracted from and normalized by a far-field average.
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each Cuddy snapshot, was then used to identify intrusions

relative to the Cuddy core PV boundary and well above

levels of background variability (Fig. 16).

Interleaving events aremost common at the base of the

mixed layer (;80m), somewhat less common at deeper

depths, and even rarer near the core depth (Fig. 16). As

the survey progressed, the occurrence of interleaving

events decreased at larger and increased at smaller radii

at depths both shallower and deeper than theCuddy core.

Inferred interleaving events ultimately became common

at radii less than the eddy radial scale, suggesting that

intrusions reached core waters. The percentage of in-

trusions found within each time window at radii less than

l increased from 19% in the early period to 72% in the

late period (Fig. 16, bottom right panel).

6. Discussion of eddy translation and erosion

The persistent survey of a Cuddy over the course of

three months revealed modest structural changes.

Consistency in eddy visual appearance and the core

depth estimate, across all analysis windows, suggests the

successful tracking of the same feature. The consistent

observation of southeastward flow and isopycnal sepa-

ration consistentwith ambient, offshore conditions (Fig. 4c)

on its inshore edge rule out the interpretation of this

feature as a meander of the undercurrent rather than an

isolated vortex.

The deepening of the core isopycnal, both within the

eddy (Fig. 6a) and in the far field, is indicative of the eddy

propagating into waters with a background density

structure different from that closer to its formation site.

Isolated subsurface eddies like that observed in this

study are expected to propagate vertically across poten-

tial density and neutral surfaces due to compressibility

effects, but these effects are likely very small [movement

of O (1)m given conditions in this study; McDougall

1987] relative to the observed vertical displacements.

A unique aspect of this study was the Cuddy’s rapid

translation to higher latitude, which likely decreased

the isolation of core waters in addition to transporting

the eddy into different background conditions. Within

one week in early January, translation speeds more

than doubled to over 0.08m s21. Compared to speeds

FIG. 9. (a) Rossby number Roy , (b) vorticity Rossby number Roz , and (c) Burger number computed usingmodel-

derived velocity fields and dimensions vs time. Error bars indicate 95% confidence intervals, while horizontal lines

indicate early (first 7 snapshot estimates) and late (last 4) averages.
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consistently less than 0.04m s21 over the preceding

three weeks, this abrupt alongshore propagation con-

trasts with the expectation of steady offshore movement

as described by Collins et al. (2013), with the exception

of a single float tracked off of the Washington coast that

similarly exhibited polewardmovement. The retention of

the eddy within the nearshore region is also similar to the

modeled Cuddy trajectory of Torres and Gomez-Valdes

(2017) in the southern CCS. In applying an asymptotic

theory of SCVmotion, Dewar andMeng (1995) state that

the beta drift term appears at the next order expansion

following terms describing an eddy and a mean flow.

This suggests that eddy self-translation due to the beta

effect alone can be overwhelmed by a mean flow.

Off of the Washington coast in early winter, as the

Cuddy experienced surface and subsurface northward

background flows, its trajectory was consistent with

the expectation of flow following contours of poten-

tial vorticity (’ f/water depth). Between approxi-

mately 15 and 30 December, a period of southwestward

FIG. 11. Cross-shore average potential temperature/salinity (u/S) profiles collected by SG108 between 20 Nov

2013 and 20 Jan 2014. (left) The location of the average profiles as well as the position of the Cuddy during mid

December. As distance offshore increases, color goes from green to blue. (right) The u/S curves are colored ac-

cordingly. Two profiles made through the Cuddy core are in red in the left panel and black in the right panel.

FIG. 10. Volume integrated available potential (PE; blue) and kinetic (KE; red) energy for

each snapshot. Vertical bars are 95% confidence limits accounting for center error estimates.

Horizontal lines are early and late time averages with average values labeled.
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translation, the Cuddy occupied a region of slope with a

relatively weak cross-slope topographic gradient, while

an increase in slope steepness was coincident with the

observed northward acceleration beginning in early

January. The degree of connection between this eddy

and the seafloor is unknown, since observations did

not extend to full depth in this study. The observations

do suggest, however, the possibility that eddy azimuthal

velocity was nonzero at depths greater than 1000m.

Roughan et al. (2017) discuss the vertical extent of sub-

surface intensified eddies and relate observations of T/S

anomalies many hundreds of meters below an eddy core.

FIG. 12. (left) Interpolated Cuddy spice pu (colored) and azimuthal velocity yf (contours), (center) dissolved O2, and (right) modeled

PV (right column) in four of 11 representative analysis windows (first four rows). In the center column, dashed lines indicate core depth

and r5 rymax
. In the center and right column, the solid black contour indicates ‘‘core’’ PV5 13 10210 m21 s21. Thin black contours in all

columns indicate core and bounding isopycnals. The bottom row depicts respective average core property changes in time within the

volume bounded by the contoured PV limit. Vertical dashed lines highlight the four selected time windows.
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The alignment of f/water-depth contours, the magnitude

of a presumed barotropic mean flow as compared to an

expected eddywestward drift speed, and the possibility of

Cuddy interaction with the seafloor are in this case

consistent with the hypothesis that steady offshore drift

was overwhelmed by advection in topographically con-

strained background flows.

During the period of southwest translation, spanning a

significant portion of the month of December and while

the Cuddy occupied a flatter region of the slope, back-

ground currents were relatively weak and variable

(Fig. 6b). It is plausible that at this time translation due

to the beta effect may have had a larger influence on the

eddy trajectory, in contrast to the stronger northward

background flows and translation over steeper sections

of the slope observed later in the surveys.

Originally explored through the modeling of eddy

formation, adjustment, and evolution (McWilliams and

Gent 1986), Burger number selection was observed as

the Cuddy traveled over 400km in three months. This

selection process represents a tendency for a stable

equilibrium ratio of vertical to horizontal scales to de-

velop. Values remained in the stable range, increased

toward 1, and fell within the range of those observed by

Pelland et al. (2013) and cited by D’Asaro (1988b). Both

the aspect ratio and ratio of stratification to f changed

in a compensating manner, however, resulting in no

statistically significant Burger number change. Hebert

et al. (1990) similarly studied the evolution of an SCV

over the course of two years and observed significant

decay along with aspect ratio adjustment. While the

ratio of kinetic to available potential energy remained

O (1), total energy decreased fourfold and the Burger

number increased in those observations. Here we ob-

served a similar partition of energy as well as decrease in

time of potential energy, but a modest and not statisti-

cally significant change in Burger number.

Recent repeat observations of the semistationary

Lofoten basin eddy made by Seagliders (Yu et al. 2017)

reveal the evolution of an eddy slightly larger and

stronger than this Cuddy. Comparisons between radial

azimuthal velocity profiles, however, show agreement in

profile shape with both eddies in cyclogeostrophic bal-

ance. Yu et al. (2017) report a core in solid body rotation

out to ;(1/3)rymax
and minimum in core vorticity to be

;20:8f . Along with a vorticity Rossby number of

roughly 0.8 and fluctuating Burger number O (1), these

results are comparable to Cuddy observations and help

validate the framework used in studying these sub-

mesoscale features. Over the course of their multiyear

survey, the authors report strong seasonal changes in

background waters and an eddy core that remains

largely isolated and persistent.

While the individual Cuddy that was tracked in this

studywas initially quite isolated (evidenced by a corewith

low spice and O2 variance), after three months, the eddy

geopotential anomaly, Rossby number, potential energy,

core spice anomaly, and available salt anomaly all

decreased, while core potential vorticity, oxygen vari-

ance, instances of fine structure, and eddy vertical scale

increased. After the period of increased translation

the Cuddy core was also notably deeper. A possible

FIG. 13. Average radial profiles of (a) oxygen and (b) spice variance between su 5 26.52 kgm23 and su 5
26.6 kgm23 for each analysis window. Note log y axes with different scales.
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explanation for the loss of total energy and increase in

tracer variance is the effect of thermohaline lateral in-

trusions, which have been implicated in Meddy decay

(Armi et al. 1989; Hebert et al. 1990), and which are

suggested here by the presence of vertical fine structure.

These features at first bounded the Cuddy and were

found at radii greater than r5 l, while later in the survey

period, most were found closer to the core. Because in-

dividual lateral intrusions could not readily be observed

or identified in multiple glider profiles, the horizontal

heat and salt fluxes cannot be estimated directly. The

relatively rapid eddy evolution observed here, and pre-

sumably, correspondingly short lifetimes of any hori-

zontal intrusion features, likely invalidates the use of

a steady-state parameterization such as that of Joyce

(1977), as was done in Pelland et al. (2013), for estimating

horizontal fluxes of heat and salt due to intrusions in this

eddy (Shcherbina et al. 2010).

The presence of vertical fine structure, in addition to

the rapid poleward propagation and decrease in the ra-

dius at which core waters are trapped, suggests mecha-

nisms by which eddy core water may have been eroded

during this study. Erosion of eddy waters, along with

movement into different background conditions, are both

mechanisms that have the potential to drive eddy evolu-

tion. We examined the relative influence of eddy erosion

and background change on the bulk properties estimated

in this study using an idealized model of a symmetric,

geostrophic eddy embedded in uniform stratification.

Consider an eddy whose density anomaly takes the form

FIG. 14. Spice anomaly profiles within the eddy center for each analysis window. Horizontal lines are density boundaries of the core

region (yellow) and the core isopycnal (thick black). The zero spice anomaly reference is in dashed black. The lower figure is available salt

anomaly (ASA) within each snapshot vs time, including early and late averages (horizontal lines).
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r0(r, z0)5
a

2
sin

�
pz0

H

�h
cos
�pr
L

�
1 1
i
, (8)

where a, L, and H are the density anomaly, length scale,

and half-height scale respectively and z0 5 z2 z0 is the

vertical coordinate relative to the eddy core depth. Half-

height refers to the eddy half-thickness and is used rec-

ognizing the vertical symmetry of the eddy. This form,

although simpler than the density anomaly implied by (3),

was chosen as an idealization retaining basic Cuddy

characteristics in continuous stratification within a finite

domain. The density anomaly and velocity field decay to

background levels at the domain limits r5L and z0 56H.

The exercise consists of examining the change of the three

eddy parameters that would be necessary to conserve in-

tegrated mass, energy, and PV following a geostrophic

adjustment to either background changes, or both erosion

and background changes. These two cases reflect Cuddy

evolution scenarios that could describe the observations.

Solutions are sought for which a, L, and H vary to ac-

commodate changes in stratification and latitude while

retaining the chosen parametric eddy form specified by

(8). The form (8) enables integrals of eddy mass, potential

and kinetic energy, and potential vorticity to be expressed

analytically as functions of a, L, and H over arbitrary cy-

lindrical domains up to L in radius and 2H in height

(see appendix B for details). The constraints of mass,

total energy, and potential vorticity conservation

uniquely determine a, L, and H for modest changes in

Coriolis parameter and stratification. Adjustment to

erosion of an outer radial annulus or vertical layer

can be simulated by seeking final parameters that

describe an eddy with reduced amounts of mass, en-

ergy, and PV, where reductions are those given by

limiting the range of integration of the quantities in

the initial eddy over a radius less than L and for a half

height less thanH. Observed ratios of the late to early

period eddy properties (maximum geopotential anom-

aly F, height scale H, radius scale L, Rossby number,

Burger number, kinetic, and potential energy) along

with 95% confidence intervals are used in referenc-

ing this idealized model to the Cuddy observations

(Fig. 17, right). The most robust observed changes

include an increase in the vertical scale H, a decrease

in geopotential amplitude, and a decrease in Rossby

number.

Predictions of these ratios in an eddy adjusting to ero-

sion are considered as a function of fractional radial ero-

sion (corresponding to integration over the full original

domain).Here, themodel results also reflect a 3% increase

in Coriolis parameter and 9% decrease in background

stratification from early to late period observations.

Idealized eddy parameter changes resulting from

movement northward into less stratified waters only

partially explain observed Cuddy evolution with a de-

crease in geopotential amplitude and Rossby number.

With the inclusion of modeled erosion however, an in-

crease in Burger number and decrease in potential

FIG. 15. Two sets of u/S profiles, referenced to the Cuddy center position and completed within time window six. Insets detail the

midpoint location of each profile relative to the eddy center; black circle indicates the radius of maximum velocity. Profiles are colored

according to their location in the inset in each panel with the black dot representing an identified spice curvature extremum.
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energy result in better agreement with observed Cuddy

changes (Fig. 17). To estimate the influence of erosion

(from both horizontal and vertical limits), a cost func-

tion was constructed by comparing observed and mod-

eled changes in geopotential anomaly, height scale,

length scale, Rossby number, Burger number, kinetic

energy, and available potential energy. The sum of the

differences between each observed and modeled ratio

divided by the corresponding standard deviation of the

ratio of late to early observed t-distributed parameters

was used as a cost function to find the combination of

radial and vertical erosion that best matched the ob-

servations (appendix B). The results favor a 2.75% ra-

dial erosion alone, combined with the effect of weakened

background stratification and movement northward

yielding a cost function value of 11.4 (Fig. 17). The cor-

responding cost function value associated with back-

ground changes and no erosion is equal to 11.9. Any

inclusion of modeled vertical erosion further increased

the cost function to values greater than 11.9. One notable

change that the model does not qualitatively predict is a

significant increase in the Cuddy vertical scale. This may

be partly explained by remembering that the observed

vertical scale change is accompanied by large confidence

bounds likely affected by the assumption of vertical

symmetry about the Cuddy core used in estimating the

Cuddy vertical scale (section 4b).

A combination of horizontal erosion and background

changes provides the best fit to the observed Cuddy

changes, within the estimated confidence bounds on the

observed changes. This supports the hypothesis that the

observed changes were due to both poleward translation

into different waters and core water loss. Confirming the

details of the relative losses of dynamical properties of

Cuddies and similar subsurface eddies due to exterior

erosion likely requires more direct observation of the

erosion processes.

7. Summary and conclusions

Multiple Seaglider autonomous vehicles observed the

evolution of a California Undercurrent eddy over the

course of three months of intensive surveying. This fea-

ture, exhibiting strong radially symmetric anticyclonic

FIG. 16. Locations of fine structure events defined by spice curvature extrema identified within each time window, vs radius and depth.

Time advances from left to right by row, and date labels indicate timewindowmidpoints. Scattered points are instances of curvature larger

than two standard deviations above the mean of all curvature values found within each time window. The PV contour defined in Fig. 12 is

added to identify a core boundary. The radial scale index rz50 is in dashed black. The lower right inset is the percentage of tagged

interleaving locations with radii , rz50 vs time.
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rotation and with a core spice greater than inshore

undercurrent water levels, had defining character-

istics of a submesoscale coherent vortex. With a ra-

dius of maximum velocity smaller than the local first

baroclinic deformation radius and a Rossby num-

ber of order one, the nonlinearity of the vortex de-

scribed here makes appropriate the label submesoscale

(McWilliams 1985; Dewar and Meng 1995; Capet et al.

2008; McWilliams 2016).

Changes in Cuddy scale and kinematics were detect-

able as it was swept along in poleward flow. These

changes were accompanied by the increased prevalence

of thermohaline fine structure resulting in increased

tracer variance within the Cuddy core region. The mi-

gration of these interleaving features, identified using

spice curvature, toward the Cuddy core is circumstan-

tially consistent with the erosion of core waters.

Use of an augmented 2D Gaussian model fitted to

the Cuddy geopotential anomaly field allowed for the

direct computation of velocity, relative vorticity, ki-

netic energy, and available potential energy. Cuddy

evolution was explored by comparing these fields

across 11 independent Cuddy snapshots. Between

November 2013 and February 2014, Cuddy potential

energy decreased while the vertical scale increased.

Despite modest decay, the Cuddy retained its bulk

shape and structure. Contributing factors to eddy de-

cay were explored using a highly idealized model of a

geostrophic eddy and results are consistent, except for

changes in the eddy vertical scale, with eddy changes

as being due to both erosion of exterior waters and

changing background conditions as the eddy moved

poleward along the continental slope.

The individual Cuddy tracked in this study did not

move significantly offshore during the course of the

survey, suggesting that strong alongshore currents car-

ried it, overcoming any dynamic tendency for it to move

offshore in the manner observed by Collins et al. (2013).

A Cuddy with a larger geopotential anomaly and found

in offshore waters would likely be easier to track and

monitor, though it remains an open question what

fraction of Cuddies reach this mature state. Further

in situ observations are needed to resolve the range of

behaviors of mature Cuddies and their fate in the en-

ergetic nearshore region and beyond. Results of this

study indicate that autonomous vehicle surveys are a

viable strategy for addressing this need by observing

eddy evolution and resolving submesoscale pathways

for heat, salt, and energy transport.
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FIG. 17. Idealized geostrophic eddy adjustment to both changes in

background conditions and erosion. Changes in the maximum geo-

potential anomalyF, height scaleH, length scaleL, Rossby number

Ro, Burger number Bu, integrated kinetic energy Ek, and the eddy

component of potential energy EAPE are expressed as ratios of final

to initial values. The scattered points with 95% confidence intervals

at the right correspond to observed Cuddy changes and are arranged

in order of variable considered (the horizontal position is arbitrary).

The black vertical dashed line identifies idealizedmodel adjustments

only in response to the prescribed changes in background stratifi-

cation (29%) and Coriolis parameter (13%). The colored curves to

the left of the horizontal axis value of zero are relevant quantity

changes in response to modeled erosion as well as the prescribed

background changes. Erosion is modeled by integrating conserved

quantities horizontally to values less than L. This is expressed as a

fractional erosion of the original L (i.e., 0.02 5 2% erosion of Li).

The gray vertical dashed line identifies the fraction of erosion cor-

responding to the minimum value of the observation-misfit cost

function and equals 2.75%.
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APPENDIX A

Eddy Position Estimates Using the Extended
Kalman Smoother

The eddy center position [x̂(t), ŷ(t)] was estimated using

the same framework as in eddy tracking: a simplifiedmodel

was assumed, and glider observations were assimilated into

this model using the extendedKalman filter (EKF; Pelland

et al. 2018). The simplified model assumed a separable,

radially symmetric form of eddy density anomaly

r0u(r, z)5Dr
0
F(z) exp

�
2

r2

2R2

�
, (A1)

where D is a dimensionless parameter, r0 is a reference

density, R is a horizontal scale, and F(z) is a vertical

structure function that was estimated by subtracting an

average background profile from Seaglider density data

collected from 18December 2013 to 3 January 2014. The

0–1000-m average eddy geostrophic azimuthal currents

due to (A1), yg(r), are

y
g
(r)5

Dgr

fHR2
exp

�
2

r2

2R2

�ð0
2H

ðz
2H

F(j) dj dz

5A
r

R2
exp

�
2

r2

2R2

�
, (A2)

assuming yg(r, 2H)5 0, where H5 1000m. Here A5
Dg(fH)21Ð 0

2H

Ð z
2H

F(j) dj dz, and g and f are as defined

in the main text. Movement of the eddy center was as-

sumed to be due to advection by a uniform background

flow uback5 [U(t), V(t)]; that is, d(x̂, ŷ)/dt5 uback. The

assumptions of geostrophic flow that vanishes at z52H

simplified the tracking procedure while retaining the

basic characteristics of the system.

The six parameters describing this system (x̂, ŷ, U, V,

A, R) were sorted into a state vector s(t) whose values

were estimated using the EKF. After the completion of

each vehicle cycle, the EKF operated by computing the

differences between observations from all gliders within a

56-h window and those that would have been expected

given the previous best estimate of s, known as the fore-

cast. The estimate of s was then updated based on these

differences multiplied by a gain related to the relative

uncertainty between the observations and the forecast.

The equations and implementation of the EKF in this

study followed the descriptions of Gauthier et al. (1993)

and Gelb (1974, their section 6). Estimates of depth-

averaged current over each cycle, and isopycnal vertical

separation betweensu 5 26:5 kgm23 andsu 5 26:8 kgm23

in each profile, were used as observations in the EKF.

The EKF, rather than the linear Kalman filter, was used

because it can accommodate systems in which the obser-

vations are nonlinear functions of the state vector s, as is

the case here (Gelb 1974). A forward run of the EKF

produces an estimate of s(t) that reflects observations

collected up to t; refining this estimate to take into account

measurements made after t is known as ‘‘smoothing.’’ The

smoother is essentially a Kalman filter that runs backward

using the final estimate of s from the forward run as its

starting guess. As it runs, it updates the smoothed estimate

ss based on differences between it and the best estimate

from the forward run. The smoother was implemented in

this study as described in Gelb (1974, their Table 5.2.2).

The smoother algorithm provides an estimate of ss(t) and

its error covariance matrix Ps 5E(dssdssT), where E(�) is
the expectation of a random variable, dss 5 ss 2 sb, and sb

is the true value of the state vector. The (x̂,ŷ) elements of

ss were used as eddy position estimates to which all ob-

servations were referenced, while the elements corre-

sponding to uback were used as estimates of the background

flow (section 3b). The elements of the covariance matrix

corresponding to eddy position were used in the un-

certainty calculation in section 4c.

APPENDIX B

Idealized Eddy Adjustment and Evolution

Consider an idealized axisymmetric geostrophic eddy of

the form (8), with sinusoidal structure limited to radius L,

half heightH and density anomaly amplitude a. This form,

chosen for convenience, is meant to loosely model the

Cuddy tracked in this study but with finite radial and

vertical extent, in contrast to the form (3). Themodel eddy

is embedded in a background density stratification speci-

fied by buoyancy frequency N2 so that equivalently, the

buoyancy frequency within the eddy can be expressed as

N2(r, z0)5N2 2fN2 cos

�
pz0

H

�
cos
�pr
2L

�
, (B1)

where z0 5 z2 z0 is the vertical coordinate relative to

the eddy core depth. Eddy buoyancy frequency deficitfN2 magnitude is given by fN2 5 gap/r0H, where g is

gravity, r0 is reference density, and total density is given

by r5 r0 1 r1(z
0)1 r0(r, z0). The background density

gradient is linear, given by r1 52N2r0z
0/g. With these

definition, and the assumption of geostrophic balance

throughout, the azimuthal velocity field is given by

y(r, z0)5
2fN2H2

fLp

�
cos

�
pz0

H

�
1 1

�
sin
�pr
L

�
. (B2)
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Volume integrated mass M, kinetic plus potential en-

ergy E, and potential vorticity (PV) are given by

M5 2

ðZ
0

ð2p
0

ðR
0

(r
1
1 r0)r dr dudz0 , (B3)

E5 2

ðZ
0

ð2p
0

ðR
0

	�
1

2
r
0
y2
�
1 [gz0(r

1
1 r0)]



r dr dudz0 ,

(B4)

PV5 2

ðZ
0

ð2p
0

ðR
0

�
(z1 f )

N2

g
1

1

r
0

›y

›z

›r

›r

�
r dr dudz0 , (B5)

where z is relative vorticity, the factor two accounts for

vertical symmetry, and the integration limitsR andZ are

limited to L and H, respectively, as specified by the

forms (8) and (B1). Expressions for integrated mass,

energy, and potential vorticity using (B1) and (B2)

become

M5
2pr

0
N2H2L2

g

�
z02

H2

�����Z
0

�
r2
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�����R
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where E5Ek 1Ep and PV5�iPVi. The 5 PV equa-

tions correspond to each term in the substitution and

expansion of B5. Given prescribed initial (subscript i)

values Hi, Li,
fN2

i , and upper integration limits Z#H

and R#L, (B6), (B7) and (B8), and (B9)–(B13) de-

scribe integrated mass, energy, and PV for the initial

eddy, which comprise three constraints on the final

(subscript f) state unknowns Hf , Lf , and
f
N

2

f . For

modeling eddy adjustment to background stratification

and Coriolis parameter variations alone, the integrals

are carried out for Z5H and R5L. To model eddy

adjustment following erosion, the integrals in the

above constraints are evaluated over less than the full

extent: Z#Hi and R#Li.

We consider the adjustment of an initial eddy in two

different cases. The first represents eddy advection to a

location with different background stratification and

Coriolis parameter. The second represents eddy decay

combined with the effect of the first case.

The first case considers the response of the eddy to a

reduction in background stratification by 9% to N2
f and

increase in f by 3% to ff . Final scale and strength pa-

rameters are found by integrating (B6)–(B13) over the

entire initial eddy extent (i.e.,Z5H5Hi andR5L5Li

in these expressions) to find expressions for initial mass

Mi, energy Ei, and potential vorticity PVi. These equal

the final values of these quantities expressed in terms of

final stratification fN2
f , vertical scale Hf , and horizontal

scale Lf by

M
i
5

r
0

g

�
2pN2

f 1

�
2

p
2

8

p3

�fN2
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�
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PV
i
5

2pf
f
N2

f Hf
L2

f

g
1

p2fN2
f H

3
f

8f
f
g

. (B16)

This set of three equations in unknowns is easily

reduced to a set of two equations in a pair of un-

knowns that can be solved numerically to obtain fN2
f ,

Hf , and Lf . Since the eddy horizontal extent greatly

exceeds its vertical extent, an approximate version of

the system (B14)–(B16) neglecting the first (kinetic

energy) term in (B15) and last term in (B16) yields a

quadratic system that can be solved analytically. The

analytic solutions serve as useful initial guesses to

the numerical solution of the full (B14)–(B16). The

result is that H is independent of background strati-

fication, L varies as its inverse square root, and there

exists only a small range in Coriolis parameter, ;fi
(1 6 0.15), within which solutions of the specified

form exist.

The second adjustment case considers eddy decay

along with changes in the background stratification and

f. Eddy decay is modeled by evaluating integrals in

(B6)–(B13) to Z and R, where Z/H, 1 and R/L, 1, to

form the initial quantities on the left side of (B14)–

(B16). Changes in the ratios of final to initial values ofF,

H,L, Ro, Bu, Ek, and EAPE are explored as a function of

the radial and vertical erosion of the initial eddy, or al-

ternatively, as the decrease in the extent of radial and

vertical integration in (B6)–(B13) that form constraints

on the final parameters. Only the eddy component of

potential energy EAPE is considered and employed be-

low such that comparison can be made to the observed

eddy APE.

To find the combination of vertical and horizontal

erosion that, when combined with the effect of north-

ward translation into less stratified waters, best ex-

plains the observations, a cost function was employed

to minimize the differences between the seven ob-

served and model predicted ratios (Fig. 17). Cost is

defined as the sum of the deviation of each model ratio

from its observed value scaled by the standard de-

viation of assumed t-distributed late to early observed

ratios. That is,

cost5
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The standard deviation used to scale each cost term is

defined assuming that the observed early and late values

of each quantity are samples from separate statistical

distributions. Using two t distributions for each quantity,

one centered on the early mean and the other on the late

mean, the standard deviation is computed of the ratio of

late to early distributions. Confidence limits are then

computed using this distribution of late to early ratios

(Fig. 17, right). The total cost was computed for a range

of integration limitsZ/H# 1 andR/L# 1 in (B6)–(B13).

This value was then minimized in each case to find the

combination of integration limits that best matched the

observations. The minimum cost value for case one, re-

flecting eddy adjustment only to changes in background

stratification and Coriolis parameter, is 11.9. In case two,

reflecting eddy adjustment in response to changes in

background stratification, Coriolis parameter, and ero-

sion, the minimum cost value of 11.4 is associated with no

vertical erosion and 2.75% horizontal erosion (Fig. 17).
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